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ABSTRACT
MATHEMATICAL SCIENCES

SOUTER, SHANTAY A.

MEAN NUMBER OF REAL ZEROS OF A RANDOM TRIGONOMETRIC POLYNOMIAL

Advisor: Dr. J. Ernest Wilkins, Jr.

Thesis dated March, 1995

My interest is in estimating the average number of real zeros of the trigonometric cosine polynomial,

\[ a_1 \cos x + 2^{1/2} a_2 \cos 2x + n^{1/2} a_n \cos nx, \] (1)

when the coefficients \( a_j \) are independent normally distributed random variables with mean 0 and variance 1. The same problem without the square roots in the coefficients has been studied by Das [Proc. Cambridge Philos. Soc. 64 (1968), 721-729], and by Wilkins [Proc. Am. Math. Soc. 111 (1991), 851-863]. I generalize their results and find an asymptotic expansion for the average number \( \nu_n \) of zeros of the polynomial (1) on the interval \((0,2\pi)\). This expansion will have the form,

\[ \nu_n = 2^{-1/2} (2n + 1) \left[ 1 + E_1 (2n + 1)^{-1} + E_2 (2n + 1)^{-2} + E_3 (2n + 1)^{-3} + O((2n + 1)^{-4}) \right], \]

in which the coefficients \( E_1, E_2 \) and \( E_3 \) are numerical constants whose values are \(-0.378124\), \(-1/2\) and \(0.5523\) respectively.
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CHAPTER 1
INTRODUCTION

Suppose that \( a_1, a_2, \ldots, a_n \) are independent, normally distributed random variables with mean 0 and variance 1, and that \( v_n \) is the mean value of the number of zeros on the interval \((0, 2\pi)\) of the trigonometric polynomial \( a_1 \cos x + 2^{\sigma}a_2 \cos 2x + \ldots + n^{\sigma}a_n \cos nx \). Das [3] has shown that

\[
v_n = \{(2\sigma + 1)/(2\sigma + 3)\}^{\frac{1}{3}}(2n) + O(n^{\frac{1}{6}})
\]

for large \( n \). Christensen and Sambandham [2] (cited by Bharucha-Reid and Sambandham [1]) have shown that

\[
|v_n - (2n/3^{\frac{1}{6}})| \leq 10n^{\frac{1}{6}} \text{ when } n \geq 25.
\]

Wilkins [5] has shown that

\[
v_n = 3^{-\frac{1}{6}}(2n + 1)\sum_{r=0}^{3} (2n + 1)^{-r}D_r + O(2n + 1)^{-3},
\]

in which \( D_0 = 1, D_1 = 0.232423, D_2 = -0.25973 \) and \( D_3 = 0.2172 \). Wilkins [6] has also shown that, when \( \sigma \) is a positive integer \( p \),

\[
v_n = (2n + 1)\mu_p\sum_{r=0}^{3} (2n + 1)^{-r}D_{rp} + O(2n + 1)^{-3},
\]

in which \( D_{rp} \) are explicitly defined constants \((D_{0p} = 1)\) and \( \mu_p = ((2p + 1)/(2p + 3))^{\frac{1}{6}} \). In this paper we will consider the special case for which \( \sigma = \frac{V}{2} \). More precisely, we will prove the following theorem (in which we have dropped the subscript \( \frac{1}{6} \)).
Theorem. For large $n$, it is true that

\begin{equation}
\nu_n = 2^{-\frac{n}{2}}(2n + 1) \left[ E_0 + E_1 (2n + 1)^{-1} + E_2 (2n + 1)^{-2} + E_3 (2n + 1)^{-3} \right] + O((2n + 1)^{-3}), \tag{1.1}
\end{equation}

in which $E_0 = 1$, $E_2 = -\frac{1}{2}$, and $E_1$ and $E_3$ are explicitly defined constants (see Equations (3.37), and (3.39)) whose numerical values are approximately $-0.378124$ and $0.5523$, respectively.

After a statement of the basic formulas on which our analysis rests, we devote Chapter 2 to the derivation of a convergent series representation for $\nu_n$ (cf. Lemma 7). Asymptotic representations for the first few coefficients in that series are derived in Chapter 3 and are used to establish the Theorem. We have calculated and recorded in Table 1, 6D values of $\nu_n$ when $n = 2(1)60$. In Chapter 4 we use these values to assess the accuracy of (1.1). In particular, the approximation to $\nu_n$ obtained from (1.1) if the $O((2n + 1)^{-3})$ term is neglected produces 5D values that differ from the calculated values by at most $10^{-5}$ when $n \geq 8$ and by only about 0.1% when $n$ is as small as 2.
CHAPTER 2
PRELIMINARY ANALYSIS

It is known [1, p. 107] that, when \( n \geq 2 \),

\[
\nu_n = \pi^{-1} \int_0^{2\pi} F_n(x) \, dx,
\]

in which

\[
F_n = A_n^{-1} (A_n C_n - B_n^2)^{1/4},
\]

\[
A_n = \sum_{j=1}^{n} j \cos^2 jx,
\]

\[
B_n = \sum_{j=1}^{n} j^2 \cos jx \sin jx,
\]

\[
C_n = \sum_{j=1}^{n} j^3 \sin^2 jx.
\]

It is then obvious that

\[
\nu_n = 4\pi^{-1} \int_0^{\pi/2} F_n(x) \, dx.
\]

We will need the explicit representations for \( A_n, B_n \) and \( C_n \) stated in the following lemma.

**Lemma 1.** It is true that

\[
8A_n = (2n + 1)^2 g_0 + (2n + 1) g_1 + g_2,
\]

\[
16B_n = (2n + 1)^3 h_0 + (2n + 1)^2 h_1 + (2n + 1) h_2 + h_3,
\]

\[
32C_n = (2n + 1)^4 k_0 + (2n + 1)^3 k_1 + (2n + 1)^2 k_2
\]

\[
+ (2n + 1) k_3 + k_4,
\]

if the quantities \( g_0, g_1, g_2, h_0, h_1, h_2, h_3, k_0, k_1, k_2, k_3 \) and \( k_4 \) are defined so that

\[
g_0 = \frac{1}{2} + z^{-1} \sin z - z^{-2}(1 - \cos z),
\]

\[
\]
\[(2.10)\] \(g_1 = f(x) \sin z, \quad f(x) = \csc x - x^{-1},\)

\[(2.11)\] \(g_2 = -(\frac{1}{2} + \varphi(x) + f'(x) \cos z), \quad \varphi(x) = \csc^2 x - x^{-2},\)

\[(2.12)\] \(h_0 = -z^{-1} \cos z + 2z^{-2} \sin z - 2z^{-3}(1 - \cos z),\)

\[(2.13)\] \(h_1 = -f(x) \cos z,\)

\[(2.14)\] \(h_2 = -2f'(x) \sin z,\)

\[(2.15)\] \(h_3 = \varphi'(x) + f''(x) \cos z,\)

\[(2.16)\] \(k_0 = \frac{3}{4} - z^{-1} \sin z - 3z^{-2} \cos z + 6z^{-3} \sin z \)

\[-6z^{-4}(1 - \cos z),\]

\[(2.17)\] \(k_1 = -f(x) \sin z,\)

\[(2.18)\] \(k_2 = 3f'(x) \cos z - \frac{1}{2},\)

\[(2.19)\] \(k_3 = 3f''(x) \sin z,\)

\[(2.20)\] \(k_4 = -\varphi''(x) - f'''(x) \cos + \frac{1}{4},\)

\[(2.21)\] \(z = (2n + 1)x.\)

It is a consequence of a known result [4, p. 133, Eq. (31)] (or of a simple mathematical induction) that

\[(2.22)\] \(B_n = 2n(n + 1) + (2n + 1) \csc x \sin z \)

\[-(1 - \cos x \cos z) \csc^2 x.\)

The validity of (2.6), together with (2.9), (2.10) and (2.11), is now a consequence of some algebraic manipulation. The validity of (2.7) together with (2.12), (2.13), (2.14) and (2.15), and of (2.8) together with (2.16), (2.17), (2.18), (2.19) and (2.20), follows at once from (2.6) and the observations that

\[2B_n = -dA_n/dx,\]

\[(2.23)\] \(32C_n = 16 \sum_{j=1}^{n} j^3 - 16dB_n/dx\)
\[ (2n + 1)^4/4 - (2n + 1)^2/2 + \sqrt{4} - 16dB_n/dx. \]

For future reference we record in the following lemma the power series expansions of the functions \( f(x) \) [5, Lemma 2] and \( \varphi(x) \).

**Lemma 2.** If \( \beta_{2m} \) is the Bernoulli number of order \( 2m \), then

\[
\begin{align*}
    f(x) &= \sum_{m=1}^{\infty} (-1)^{m-1}(2^{2m} - 2) \beta_{2m}x^{2m-1}/(2m)! \\
    &= (x/6) + (7x^3)/360 + (3x^5/15120) + \ldots,
\end{align*}
\]

(2.24)

\[
\varphi(x) = \csc^2 x - x^{-2} = f^2(x) + 2x^{-1}f(x)
\]

\[
= (1/3) + (x^2/15) + (x^4/630) + \ldots.
\]

The power series in (2.24) converge when \(|x| < \pi\), and their coefficients are positive.

We calculate the first factor \( A_n^{-1} \) in (2.1) in the following:

**Lemma 3.** There exists an integer \( n_0 \) such that, if

\[
0 \leq x \leq \pi/2 \quad \text{and} \quad n \geq n_0,
\]

(2.25)

\[
(8A_n)^{-1} = (2n + 1)^{-2}g_0^{-1}\sum_{r=0}^{\infty} (2n + 1)^{-r}b_r,
\]

in which \( b_0 = 1, b_1 = -g/g_0, b_2 = (g_1/g_0)^2 - g/g_0, b_3 = 2(g_1g_2/g_0^2) - g_1^3/g_0^3, \ldots. \) The series in (2.25) converges absolutely and uniformly when \( 0 \leq x \leq \pi/2, n \geq n_0. \)

It is a consequence of (2.9) that

(2.26)

\[
g_0(z) = \int_0^1 t(1 + \cos zt)dt.
\]

Therefore, \( g_0(z) > 0 \) when \( 0 \leq z < \infty \), and \( \lim_{z \to \infty} g_0(z) = \frac{1}{2} > 0. \)
We infer that both \( g_0 \) and \( g_0^{-1} \) are bounded functions of \( z \). Because the functions \( g_1 \) and \( g_2 \) defined in (2.10) and (2.11) are obviously bounded (uniformly in \( n \) and \( x \) when \( n \geq 2 \) and \( 0 \leq x \leq \pi/2 \)), it follows that there is a positive integer \( n_0 \) so large that

\[
(2.27) \quad (2n + 1)^{-1}|g_1/g_0| + (2n + 1)^{-2}|g_2/g_0| < 0.95
\]

when \( n \geq n_0 \) and \( 0 \leq x \leq \pi/2 \). The expression (2.6) can be inverted for such values of \( n \) and \( x \); this yields (2.25), in which the first four coefficients are those specified in Lemma 3.

A straightforward calculation, based on (2.6) through (2.8), shows the validity of the following lemma.

**Lemma 4.** It is true that

\[
(2.28) \quad 256(A_nC_n - B_n^2) = (2n + 1)^6f_0 + (2n + 1)^5f_1 + (2n + 1)^4f_2
\]

\[
+ (2n + 1)^3f_3 + (2n + 1)^2f_4 + (2n + 1)f_5 + f_6,
\]

if the quantities \( f_r \) are defined so that

\[
(2.29) \quad f_r = \sum_{m=0}^{r} (g_m k_r - h_m h_r).
\]

(It is understood that \( g_m = 0 \) if \( m > 2 \), \( h_m = 0 \) if \( m > 3 \), and \( k_m = 0 \) if \( m > 4 \).) In particular,

\[
(2.30) \quad f_0 = g_0 k_0 - h_0^2
\]

\[
= (1/8) - (4z)^{-1}\sin z - (5/4)z^{-2}(1 - \cos z)
\]

\[
+ 4z^{-3}\sin z - z^{-4}(1 - \cos z)^2
\]

\[
- 4z^{-5}\sin z(1 - \cos z) + 2z^{-6}(1 - \cos z)^2,
\]

\[
(3.31) \quad f_1 = g_0 k_1 + g_1 k_0 - 2h_0 h_1
\]

\[
= \{-4^{-1}\sin z - 2z^{-1} + z^{-2}\sin z
\]
\[ f_2 = g_0k_2 + g_1k_1 + g_2k_0 - 2h_0h_2 - h_1^2 \]
\[ = \left\{ \left( \frac{5}{4} \right) \cos z + z^{-2}(6 \cos^2 z + 8 \sin^2 z - 3 \cos z + z^{-3}(2\sin z \cos z - 8 \sin z) \right. \right. \]
\[ \left. \left. - 6z^{-4}(\cos^2 z - \cos z) \right\} f'(x) \right. \]
\[ + \left. \left( - \frac{3}{4} + z^{-1}\sin z + 3z^{-2}\cos z - 6z^{-3}\sin z \right. \right. \]
\[ \left. \left. + 6z^{-4}(1 - \cos z) \right\} \phi(x) \right. \]
\[ - f^2(x) + \left( -3/8 + z^{-2}\cos z + 2z^{-3} - 3z^{-3}\sin z \right. \]
\[ \left. + 3z^{-4}(1 - \cos z) \right\} \]

\[ (2.32) \]
\[ f_3 = g_0k_3 + g_1k_2 + g_2k_1 - 2h_0h_3 - 2h_1h_2 \]
\[ = \left\{ \left( \frac{3}{2} \right) \sin z + z^{-1}(3 \sin^2 z + 2 \cos^2 z) \right. \]
\[ - z^{-2}(3 + \cos z) \sin z + 4z^{-3}(1 - \cos z) \cos z \right\} f''(x) \]
\[ + \left( 2z^{-1}\cos z - 4z^{-2}\sin z + 4z^{-3}(1 - \cos z) \right\} \phi'(x) \]
\[ + f(x) \phi(x) \sin z. \]

We calculate the second factor \((A_nC_n - B_n^2)^{\frac{1}{4}}\) in \((2.1)\) in the following lemma:

**Lemma 5.** There exists an integer \(n_0\) such that \(n_0 \geq 2\) and

\[ (2.34) \quad 16(A_nC_n - B_n^2)^{\frac{1}{4}} = (2n + 1)^3 f_0^3 \sum_{r=0}^{n} (2n + 1)^{-r} c_r \]

when \(n \geq n_0\), in which

\[ (2.35) \quad c_0 = 1, \quad c_1 = f_2/2f_0, \quad c_2 = f_2/2f_0 - f_1^2/8f_0^2, \]
\[ c_3 = f_3/2f_0 - f_1f_2/4f_0 + f_1^3/16f_0^3, \cdots. \]

The series in \((2.34)\) converges absolutely and uniformly when \(0 \leq x \leq \pi/2\) and \(n \geq n_0\).
We infer from (2.12) and (2.16) that
\[ (2.36) \quad h_0 = \int_0^1 t^2 \sin zt \, dt, \quad k_0 = \int_0^1 t^3 (1 - \cos zt) \, dt, \]
so that (2.26) and the Schwarz inequality imply that
\[ f_0 = g_0 k_0 - h_0^2 > 0 \quad \text{when} \quad 0 < z < \infty. \]
Moreover, \( f_0 = z^2/48 + O(z^4) \)
for small \( z \) and \( f_0 = 1/8 + O(z^{-1}) \) for large \( z \).

Because \( f \) is an odd function of \( x \), \( \varphi \) is an even function of \( x \), and \( 0 \leq x \leq \pi/2, \) \( 0 \leq x = z/(2n + 1) \leq z/5 \) when \( n \geq 2 \), it follows from (2.36), (2.12), (2.13), (2.14) and (2.15) that \( h_x = O(z) \), uniformly in \( n \) and \( x \), and from (2.36) and (2.16) through (2.20) that \( k_x = O(z^2) \), uniformly in \( n \) and \( x \). It is now a consequence of (2.29), and the earlier observation that \( g_x = O(1) \), that \( f_x = O(z^2) \), uniformly in \( n \) and \( x \), and \( f_x = O(1) \) uniformly in \( n \) and \( x \).

Because it is obvious that \( h_x = O(1), \) \( k_x = O(1) \), uniformly in \( n \) and \( x \), we conclude that \( f_x/f_0 = O(1) \), uniformly in \( n \) and \( x \). We can accordingly choose \( n_0 \) so large that (2.27) holds and
\[ (2.37) \quad \sum_{r=1}^{6} (2n + 1)^{-r} |f_x/f_0| < 0.95 \]
when \( n \geq n_0 \) and \( 0 \leq x \leq \pi/2 \). Lemma 5 now follows upon extracting the square root of the expression in (2.28).

If we use (2.1), (2.5) and Lemmas 3 and 5, we obtain the following lemmas.

**Lemma 6.** It is true that, when \( n \geq n_0 \),
\[ (2.38) \quad 2F_n(x) = (2n + 1)^{\frac{1}{2}} g_0^{-1} \sum_{r=0}^{\infty} (2n + 1)^{-r} u_r, \]
in which
The series (2.38) converges absolutely and uniformly when \(0 \leq x \leq \pi/2\) and \(n \geq n_0\).

Lemma 7. It is true when \(n \geq n_0\) that

\[
(2.40) \quad v_n = (2n + 1) \sum_{r=0}^{\infty} (2n + 1)^{-r} v_r,
\]

in which

\[
(2.41) \quad v_r = 2\pi^{-1} \int_0^{\pi/2} G(z) u_x \, dx,
\]

\[
(2.42) \quad G(z) = f_{\psi}^b g_0^{-1}.
\]

We observe that \(G(z) = O(1)\) and \(G(z) = O(z)\), both uniformly in \(n\) and \(x\), and that the series (2.40) converges absolutely and uniformly in \(n\) when \(n \geq n_0\).
CHAPTER 3
PROOF OF THE THEOREM

In the next four lemmas we will exhibit constants $S_{rm}(0 \leq r + m \leq 3)$ and $S_{r}(r = 0,1,2,3)$ such that

$$2^{3r}v_{r} = \sum_{m=0}^{3-r} (2n + 1)^{-m}S_{rm} + (-1)^{n}(2n + 1)^{r-3}S_{r} + O((2n + 1)^{r-4})$$

when $r = 0,1,2,3$. In the proofs of these lemmas it will be convenient to use $T_{q}(z)$ as a generic symbol for a trigonometric sine polynomial of degree $q$, not necessarily the same at each occurrence.

Lemma 8. Eq. (3.1) is true when $r = 0$ if

$$S_{00} = 1, \quad S_{01} = 2\pi^{-1}\int_{0}^{\pi}(2^{n}G(z) - 1)dz,$$

$$S_{02} = \pi^{-2}, \quad S_{03} = 0, \quad S_{0} = -32\pi^{-3}.$$

If $z$ is large we deduce from the definitions (2.41), (2.9) and (2.33) of $G(z), g_{0}$ and $f_{0}$ that

$$2^{n}G(z) = 1 - 3z^{-1}\sin z - (2z)^{-2}(11\cos 2z + 28\cos z + 1) + z^{-3}T_{3}(z) + O(z^{-4}).$$

It then follows from (2.41) and (2.39) when $r = 0$, and Lemmas 3 and 5, that

$$2^{3n}v_{0} = 1 + \lambda^{-1}\int_{0}^{\pi}(2^{n}G(z) - 1)dz - \lambda^{-1}\int_{0}^{\pi}(2^{n}G(z) - 1)dz,$$

in which

$$\lambda = (2n + 1)\pi/2.$$

If the last term in (3.4) is evaluated with the help of
(3.3) and some integrations by parts, we find that Lemma 8 is true.

**Lemma 9.** Eq. (3.1) is true when \( r = 1 \) if

\[
S_{10} = 0, \quad S_{11} = -(5/\pi)\int_0^{\pi/2} x^{-1}f(x)\,dx, \quad S_1 = -24/\pi^3,
\]
\[
S_{12} = -(1/3\pi)\int_0^{\pi/2} z(2^{H}H(z) - 3 \sin z)
- (2z)^{-1}(5 + 11 \cos 2z)\,dz
\]

in which

\[
H(z) = [(2z)^{-1}(g_0 - k_0) + g_0^{-1})\sin z - f_0^{-1}h_0 \cos z]G(z).
\]

If \( H(z) \) is the function defined in (3.7), we infer from (2.39) and Lemmas 3, 4 and 5 that

\[
G(z)u_1 = -2f(x)H(z).
\]

If \( z \) is large we deduce from the definitions (2.9), (2.12), (2.16) and (2.30) of \( g_0, h_0, k_0 \) and \( f_0 \), respectively, and from (3.3) that

\[
H(z) = H^*(z) + O(z^{-3}),
\]
\[
2^H H^*(z) = 3 \sin z + (2z)^{-1}(5 + 11 \cos 2z)
+ (8z^2)^{-1}(151 \sin z - 60 \sin 2z - 69 \sin 3z).
\]

Moreover, \( H(z) = O(1) \) and \( H^*(z) = O(z^{-1}) \) for small \( z \). Hence (3.9) is true for all positive \( z \). It now follows from (2.41) and (3.8) that

\[
-\pi v_{1/2}^2 = I_1 + I_2 + I_3,
\]

in which

\[
I_1 = \int_0^{\pi/2} 2^{1/2} \{H(z) - H^*(z)\}\{f(x) - (x/6)\} \,dx,
\]
\[
I_2 = (2^{1/2}/6)\int_0^{\pi/2} x\{H(z) - H^*(z)\} \,dx,
\]
\[
I_3 = \int_0^{\pi/2} 2^{1/2}H^*(z)f(x) \,dx.
\]
We conclude from (2.24), (3.9) and (3.12) that

\[(3.15) \quad I_1 = \int_0^{\pi/2} O(x^{-3}) O(z^{-3}) \, dx = O\left((2n + 1)^{-3}\right).\]

Similarly, we conclude from (2.21), (3.9), (3.13) and (3.5) that

\[(3.16) \quad 6I_2 = (2n + 1)^{-3} 2^{\frac{1}{2}} \int_0^1 z \{H(z) - H^*(z)\} \, dz\]

\[= (2n + 1)^{-3} 2^{\frac{1}{2}} \int_0^1 z \{H(z) - H^*(z)\} \, dz\]

\[ - 6 (2n + 1)^{-3} 2^{\frac{1}{2}} \int_0^1 O(z^{-3}) \, dz\]

\[= (2n + 1)^{-3} 2^{\frac{1}{2}} \int_0^1 z \{H(z) - H^*(z)\} \, dz + O((2n + 1)^{-3}).\]

In order to evaluate the integral (3.14) for \(I_3\), we observe that

\[(3.17) \quad \int_0^{\pi/2} f(x) \sin z \, dx = \left[ - (2n + 1)^{-1} f(x) \cos z \right.\]

\[+ (2n + 1)^{-2} f'(x) \sin z + (2n + 1)^{-3} f''(x) \cos z \left.\right|_0^{\pi/2}\]

\[ - (2n + 1)^{-3} \int_0^{\pi/2} f'''(x) \cos z \, dx\]

\[= (2n + 1)^{-2} \left(\frac{4}{\pi^2}\right) (-1)^n + O((2n + 1)^{-3}),\]

because \(f'\left(\pi/2\right) = 4/\pi^2\);

\[(3.18) \quad \int_0^{\pi/2} z^{-1} f(x) \, dx = (2n + 1)^{-1} \int_0^{\pi/2} x^{-1} f(x) \, dx;\]

\[(3.19) \quad 4 \int_0^{\pi/2} z^{-1} f(x) \cos 2z \, dx = \left[ 2 (2n + 1)^{-2} x^{-1} f(x) \sin 2z \right.\]

\[+ (2n + 1)^{-3} (x^{-1} f(x))' \cos 2z \left.\right|_0^{\pi/2}\]

\[ - (2n + 1)^{-3} \int_0^{\pi/2} (x^{-1} f(x))'' \cos 2z \, dx\]

\[= O\left((2n + 1)^{-3}\right);\]

\[(3.20) \quad \int_0^{\pi/2} z^{-2} f(x) \sin qz \, dx = (2n + 1)^{-2} f'(0) \int_0^1 z^{-1} \sin qz \, dz\]

\[+ (2n + 1)^{-2} \int_0^{\pi/2} x^{-2} \{f(x) - xf'(0)\} \sin qz \, dx\]

\[= (2n + 1)^{-2} (\pi/12)\]
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\[-(2n+1)^{-3}q^{-1}[x^{-2}(f(x) - xf'(0)) \cos qz]_0^{\pi/2}\]
\[+ (2n+1)^{-3}q^{-1}\int_0^{\pi/2} [x^{-2}(f(x) - xf'(0))]' \cos qz \, dx\]
\[+ \mathcal{O}(2n+1)^{-3}\]
\[= (2n+1)^{-2}(\pi/12) + \mathcal{O}(2n+1)^{-3},\]
because \(f'(0) = 1/6\) and \(f(x) = xf'(0) + O(x^3)\).

If we use the known identity,
\[(3.21) \int_0^{\pi} z^{-1} \sin qz \, dq = \pi/2 \quad (q > 0),\]
and (3.14), (3.10), (3.17), (3.18), (3.19) and (3.20) to evaluate \(I_3\), and then combine that result with (3.15), (3.16) and (3.11) to evaluate \(v_1\), we conclude that Lemma 9 is true.

**Lemma 10.** Eq. (3.1) is true when \(r = 2\) if
\[(3.22) S_{20} = (2/\pi) \int_0^{\pi/2} \phi(x) \, dx - (1/2) - (5/2\pi) \int_0^{\pi/2} f^2(x) \, dx,\]
\[S_{21} = (3\pi^{-1}) \int_0^{\pi/2} [2^k J(z) + 1 - 7 \cos z] \, dz, \quad S_2 = 56/\pi^3,\]
in which
\[(3.23) J(z) = [6g_0^{-1} - 3f_0^{-1}k_0 + 2f_0^{-1}h_0 \sin z]
+ (- g_0^{-1} + (k_0 - 3g_0_0) (2f_0)^{-1} (1 - \cos z)) G(z).\]

We infer from the lemmas in section 2 that
\[(3.24) G(z) u_2 = k(z) \{f'(x) - f'(0)\} + M(z) \{\phi(x) - \phi(0)\}
-L(z) f^2(x) + f'(0) J(z),\]
in which \(J(z)\) is defined in (3.23), and \(K(z), M(z)\) and \(L(z)\) are defined so that
\[K/G = ((2f_0g_0)^{-1}(3g_0^2 - g_0k_0 + 2f_0)) \cos z + 2f_0^{-1}h_0 \sin z,\]
\[M/G = (2f_0g_0)^{-1}(2f_0 - k_0g_0),\]
\[
L/G = [(16f_0^2)^{-1}(g_0 - k_0)^2 - (4f_0^2)^{-1}h_0^2 \\
- (4f_0g_0)^{-1}(g_0 - k_0) - (2g_0^2)^{-1}] (1 - \cos 2z) \\
+ (g_0^{-1} - (2f_0)^{-1}(g_0 - k_0)) ((2f_0)^{-1}h_0 \sin 2z) \\
+ ((2f_0^2)^{-1}h_0^2 + (2f_0)^{-1}).
\]

We need to know that, for all positive \( z \),
\[
(3.25) \quad 2^\#K(z) = 7 \cos z - (2z)^{-1}15 \sin 2z + O(z^{-2}),
\]
\[
(3.26) \quad 2^\#M(z) = 1 - 2z^{-1} \sin z + O(z^{-2}),
\]
\[
(3.27) \quad 2^\#L(z) = (10 + 22 \cos 2z \\
+ z^{-1} (111 \sin z - 69 \sin 3z))/8 + O(z^{-2}).
\]

Moreover, if \( F(x) \) is either of the functions \( f'(x) - f'(0) \)
or \( f^2(x) \), so that \( F(x) = O(x^2) \) when \( 0 \leq x \leq \pi/2 \), we see that
\[
\int_0^{\pi/2} F(x) z^{-1} T_2(z) \, dx = O((2n + 1)^{-2}),
\]
\[
\int_0^{\pi/2} F(x) \, O(z^{-2}) \, dx = O((2n + 1)^{-2}).
\]

Therefore,
\[
(3.28) \quad 2^\# \int_0^{\pi/2} K(z) \{f'(x) - f'(0)\} \, dx \\
= (2n + 1)^{-1} 7 \{f'(\pi/2) - f'(0)\}(\pi)^n + O((2n + 1)^{-2}),
\]
\[
(3.29) \quad 2^\# \int_0^{\pi/2} M(z) \{\varphi(x) - \varphi(0)\} \, dx \\
= \int_0^{\pi/2} \varphi(x) \, dx - \pi/6 - O((2n + 1)^{-2}),
\]
\[
(3.30) \quad 2^\# \int_0^{\pi/2} L(z) f^2(x) \, dx = 5/4 \int_0^{\pi/2} f^2(x) \, dx + O((2n + 1)^{-2}).
\]

We also need to know that, for large \( z \),
\[
(3.31) \quad J(z) = J^*(z) + z^{-1}T_2(z) + O(z^{-2}),
\]
\[
(3.32) \quad 2^\#J^*(z) = -1 + 7 \cos z.
\]

It now follows, by reasoning like that used in the proof of Lemma 9, that
\[
\int_0^{\pi/2} J(x) \, dx = \int_0^{\pi/2} J^*(x) \, dx + (2n + 1)^{-1} \int_0^{\pi/2} [J(x) - J^*(x)] \, dx \\
- (2n + 1)^{-1} \int_0^{\pi/2} J^*(x) \, dx \\
= - (\pi/2) + (2n + 1)^{-1} T(-1)^n + (2n + 1)^{-1} \int_0^{\pi/2} [J(x) - J^*(x)] \, dx \\
+ O((2n + 1)^{-1}).
\]

An appropriate combination of these results shows that Lemma 10 is true, if we observe that \( f'(0) = 1/6, f'(\pi/2) = 4/\pi^2. \)

**Lemma 11.** Eq. (3.1) is true when \( r = 3 \) if

\[(3.33) \quad S_{30} = 0, \quad S_3 = 0.\]

We use the lemmas in section 2 to see that, for all positive \( z, \)

\[
G(z) v_3 = f(x) [T_2(z) + O(z^{-1})] + f(x) f'(x) [T_2'(z) + O(z^{-1})] \\
+ f''(x) [T_1(z) + O(z^{-1})] + f^3(x) [T_3(z) + O(z^{-1})] \\
+ f(x) \varphi(x) [T_1'(z) + O(z^{-1})] + \varphi'(x) O(z^{-1}).
\]

If \( F(x) \) is any one of the functions \( f(x), f(x)f'(x), \)
\( f''(x), f^3(x), f(x)\varphi(x), \) or \( \varphi'(x), \) so that \( F(x) = O(x) \) when \( 0 \leq x \leq \pi/2, \) then

\[
\varphi \int_0^{\pi/2} F(x) \sin qz \, dx = O((2n + 1)^{-1}),
\]

\[
\int_0^{\pi/2} F(x) O(z^{-1}) \, dx = O((2n + 1)^{-1}).
\]

Therefore, each of the terms in (3.34) contributes only \( O((2n + 1)^{-1}) \) to \( v_3. \) This remark completes the proof of Lemma 11.

The Theorem is now an immediate consequence of Lemmas 7, 8, 9, 10 and 11 if we define \( E_r \) so that
and observe that $S_0 + S_1 + S_2 + S_3 = 0$. If we use Lemma 2 and the identity
\[
\int_0^{\pi/2} \left( f^2(x) + 2x^{-1}f(x) \right) dx = \int_0^{\pi/2} (\csc^2 x - x^{-2}) dx = 2/\pi,
\]
we then find the following explicit formulas for $E_\ell$:
\[
E_0 = 1, \quad E_1 = 2/\pi \int_0^{\pi/2} (2^{1/2}G(z) - 1) dz,
\]
\[
E_2 = \left( \frac{1}{\pi^2} \right) - \left( \frac{5}{\pi} \right) \int_0^{\pi/2} x^{-1}f(x) dx + \left( \frac{2}{\pi} \right) \int_0^{\pi/2} \varphi(x) dx
- \frac{1}{2} - \left( \frac{5}{2\pi} \right) \int_0^{\pi/2} f^2(x) dx = -\frac{1}{2},
\]
\[
E_3 = \left( \frac{1}{3\pi} \right) \int_0^{\pi/2} \left( 2^{1/2}J(z) + 1 - 7 \cos z \right) dz
- \left( \frac{1}{3\pi} \right) \int_0^{\pi/2} \left( 2^{1/2}H(z) - 3 \sin z - (2z)^{-1}(5 + 11 \cos 2z) \right) dz.
\]
This completes the proof of the Theorem, except for the numerical values of $E_1$ and $E_3$. 

---

(3.35) \[ E_\ell = \sum_{m=0}^{\ell} S_{\ell-m,m} \quad (\ell = 0, 1, 2, 3), \]
CHAPTER 4
NUMERICAL RESULTS

We calculated the three integrals in (3.37) and (3.39) over the interval (0, 25π) by Simpson's rule. The integrals over the interval (25π, ∞) were calculated using the asymptotic relations (3.3), (3.9) and (3.10), (3.31) and (3.32), (3.25), (3.26) and (3.27) for G(z), H(z), J(z), K(z), M(z) and L(z), respectively. In each case it was desirable to include additional terms in those relations. The results for the coefficients E_1 and E_3 are those recorded in the statement of the Theorem, along with the values, E_0 = 1, E_2 = -1/2.

We have also numerically computed the integral in (2.5) when n = 2(1)60, using Simpson's rule. The results are displayed in Table 1. The approximation \( v'_n = 2^{-\frac{1}{4}}(2n + 1 + E_1) \) is in error (in excess) by about 0.0034% when \( n = 60 \), 0.0076% when \( n = 40 \), 0.030% when \( n = 20 \), 0.110% when \( n = 10 \), and 1.61% when \( n = 2 \). The more accurate approximation \( v''_n = 2^{-\frac{1}{4}}(2n + 1 + E_1 + (2n + 1)^{-1}E_2) \) is in error (by default) by about 0.00004% when \( n = 60 \), 0.00011% when \( n = 40 \), 0.00080% when \( n = 20 \), 0.00061% when \( n = 10 \), and 0.588% when \( n = 2 \). The most accurate approximation, \( v'''_n = 2^{-\frac{1}{4}}(2n + E_1 + (2n + 1)^{-1}E_2 + (2n + 1)^{-2}E_3) \), agrees to 5D with the correct
$v_n$ when $n \geq 8$, and is only in error (by default) by about 0.102\% when $n = 2$. These comparisons are displayed in Table 2.
<table>
<thead>
<tr>
<th>n</th>
<th>va</th>
<th>n</th>
<th>va</th>
<th>n</th>
<th>va</th>
<th>n</th>
<th>va</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.000000</td>
<td>16</td>
<td>23.056794</td>
<td>31</td>
<td>44.274839</td>
<td>46</td>
<td>65.489800</td>
</tr>
<tr>
<td>2</td>
<td>3.216347</td>
<td>17</td>
<td>24.471580</td>
<td>32</td>
<td>45.689220</td>
<td>47</td>
<td>66.904092</td>
</tr>
<tr>
<td>3</td>
<td>4.640482</td>
<td>18</td>
<td>25.886306</td>
<td>33</td>
<td>47.103590</td>
<td>48</td>
<td>68.318380</td>
</tr>
<tr>
<td>4</td>
<td>6.062317</td>
<td>19</td>
<td>27.300981</td>
<td>34</td>
<td>48.517952</td>
<td>49</td>
<td>69.732666</td>
</tr>
<tr>
<td>5</td>
<td>7.481958</td>
<td>20</td>
<td>28.715613</td>
<td>35</td>
<td>49.932305</td>
<td>50</td>
<td>71.146949</td>
</tr>
<tr>
<td>6</td>
<td>8.900158</td>
<td>21</td>
<td>30.130206</td>
<td>36</td>
<td>51.346651</td>
<td>51</td>
<td>72.561229</td>
</tr>
<tr>
<td>7</td>
<td>10.317406</td>
<td>22</td>
<td>31.544767</td>
<td>37</td>
<td>52.760990</td>
<td>52</td>
<td>73.975506</td>
</tr>
<tr>
<td>8</td>
<td>11.734001</td>
<td>23</td>
<td>32.959299</td>
<td>38</td>
<td>54.175322</td>
<td>53</td>
<td>75.389781</td>
</tr>
<tr>
<td>9</td>
<td>13.150131</td>
<td>24</td>
<td>34.373805</td>
<td>39</td>
<td>55.589649</td>
<td>54</td>
<td>76.804054</td>
</tr>
<tr>
<td>10</td>
<td>14.565919</td>
<td>25</td>
<td>35.788289</td>
<td>40</td>
<td>57.003970</td>
<td>55</td>
<td>78.218325</td>
</tr>
<tr>
<td>11</td>
<td>15.981448</td>
<td>26</td>
<td>37.202753</td>
<td>41</td>
<td>58.418286</td>
<td>56</td>
<td>79.632594</td>
</tr>
<tr>
<td>12</td>
<td>17.396778</td>
<td>27</td>
<td>38.617200</td>
<td>42</td>
<td>59.832597</td>
<td>57</td>
<td>81.046861</td>
</tr>
<tr>
<td>13</td>
<td>18.811949</td>
<td>28</td>
<td>40.031630</td>
<td>43</td>
<td>61.246904</td>
<td>58</td>
<td>82.461126</td>
</tr>
<tr>
<td>14</td>
<td>20.226995</td>
<td>29</td>
<td>41.446046</td>
<td>44</td>
<td>62.661206</td>
<td>59</td>
<td>83.875389</td>
</tr>
<tr>
<td>15</td>
<td>21.641937</td>
<td>30</td>
<td>42.860448</td>
<td>45</td>
<td>64.075505</td>
<td>60</td>
<td>85.289651</td>
</tr>
</tbody>
</table>

**TABLE 1.** 6D VALUES OF THE MEAN VALUE $v_n$ FOR $n = 1(1)60$. 
<table>
<thead>
<tr>
<th>$n$</th>
<th>$v_n'$</th>
<th>$v_n''$</th>
<th>$v_n'''$</th>
<th>$v_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3.26816</td>
<td>3.19745</td>
<td>3.21307</td>
<td>3.21635</td>
</tr>
<tr>
<td>3</td>
<td>4.68237</td>
<td>4.63187</td>
<td>4.63984</td>
<td>4.64048</td>
</tr>
<tr>
<td>4</td>
<td>6.09659</td>
<td>6.05730</td>
<td>6.06212</td>
<td>6.06232</td>
</tr>
<tr>
<td>5</td>
<td>7.51080</td>
<td>7.47866</td>
<td>7.48189</td>
<td>7.48196</td>
</tr>
<tr>
<td>6</td>
<td>8.92501</td>
<td>8.89782</td>
<td>8.90013</td>
<td>8.90016</td>
</tr>
<tr>
<td>7</td>
<td>10.33923</td>
<td>10.31566</td>
<td>10.31739</td>
<td>10.31741</td>
</tr>
<tr>
<td>8</td>
<td>11.75344</td>
<td>11.73264</td>
<td>11.73400</td>
<td>11.73400</td>
</tr>
<tr>
<td>40</td>
<td>57.00828</td>
<td>57.00391</td>
<td>57.00397</td>
<td>57.00397</td>
</tr>
<tr>
<td>60</td>
<td>85.29255</td>
<td>85.28962</td>
<td>85.28965</td>
<td>85.28965</td>
</tr>
</tbody>
</table>

**TABLE 2. TABLE OF APPROXIMATIONS $v_n'$, $v_n''$ AND $v_n'''$ TO $v_n$.**
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